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the instances. Since both of the clouds have relatively 
powerful network adapters, the communication overhead 
is still not a bottleneck on 2 instances scale. As the num-
ber of instances increase, the applications processes make 
more MPI calls to each other and start saturating the net-
work bandwidth. Having InfiniBand network, the Fer-
miCloud loses less efficiency than the EC2. The efficiency 
of EC2 drops to 82% and the efficiency of the FermiCloud 
drops to 87%. The only major difference between the in-
stances of private and public cloud is on their network 
latency. As a result, we can see that they provide similar 
efficiency with the private cloud instance being roughly 
about 5-8% more efficient on different scales. 

3 COST ANALYSIS 

In this section we analyze the cost of the Amazon EC2 
cloud from different aspects. We analyze the cost of in-
stances for compute intensive applications as well as for 
data intensive applications. Our analysis provides sug-
gestions to different cloud users to find the instance type 
that fits best for certain application with specific require-
ments. Next section compares the instances based on their 
memory capacity and performance. 

3.1 Memory Cost 

This section compares the cost of the memory on Amazon 
EC2 instances. Fig. 20 compares the cost of instances 
based on their memory capacity and bandwidth.  

The GB/Dollar metric on the left hand side shows the 
capacity cost effectiveness of the instances. The most cost 
effective instances for memory capacity are the high 
memory (m2.2xlarge & m2.4xlarge) instances. But looking 
at the cost of the memory bandwidth, we can observe that 
these instances do not have the best memory bandwidth 
efficiency. The most cost effective instances based on the 
memory bandwidth efficiency are the m1.small and 
m1.medium instances. 

 
Fig. 20. Memory capacity and memory bandwidth cost. 

3.2 CPU Cost 

In this section we analyze the cost-effectiveness of in-
stances based on the performance of the instances while 
running compute intensive applications. The metric for 
our analysis is GFLOPS/Dollar.  

Fig. 21 compares the ideal performance cost of the in-
stances based on Amazon claims with their actual per-

formance while running HPL benchmark. The results 
show that the most cost-effective instance is c3.8xlarge. 

 
Fig. 21. CPU performance cost of instances 

3.3 Cluster Cost 

We analyze the cost of the virtual clusters set up by 
m1.medium and cc1.4xlarge instances in different sizes. 
Fig. 22 compares the cost of the virtual clusters based on 
their compute performance. 

 
Fig. 22. Cost of virtual cluster of m1.medium and cc1.4xlarge. 

3.4 DynamoDB Cost 

Finally in this section we evaluate the cost of DynamoDB. 
In order to better understand the value of offered service, 
we compare the cost with the cost of running ZHT on EC2 
on different instance types. 

Fig. 23 shows the hourly cost of 1000 ops/s capacity of-
fered by DynamoDB compared to the equal capacity pro-
vided by ZHT from the user point of view.  

 
Fig. 23 Cost Comparison of DynamoDB with ZHT 

We are comparing the two different scenarios of cost of 
using a free application on rented EC2 instances versus 
getting the service from DynamoDB. In case of Dyna-
moDB, since the users pays for the capacity that they get, 
the number of instances doesn’t affect the cost. That’s 
why the cost of DynamoDB is always constant. For ZHT, 
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the system efficiency and performance varies on different 
scales hence the variation in costs for ZHT at different 
scales. Since the cc2.8xlarge instances provide much bet-
ter performance per money spent, the cost per operation 
is as good as 65X lower than DynamoDB. However, the 
better costs come at the complexity of managing a virtual 
cluster of machines to operate ZHT. It is likely that for 
low loads including sporadic requirements for Dyna-
moDB, it makes financial sense to run on Amazon AWS 
services, but for higher performance requirements it is 
much more beneficial to simply operate a dedicated ZHT 
system over EC2 resources.  

3.5 Performance and Cost Summary 

This section summarizes the performance and the cost 
efficiency of Amazon EC2 and other services of AWS. 
Table 1 shows the performance overview of the different 
instance types on EC2. The performance results of the 
instances mostly match with the prediction based on the 
claims of Amazon. There have been anomalies in some of 
the specific instance types. Instances like m1.xlarge have 
average performance while m1.medium instance has 
shown a performance that was higher than expected. 

TABLE 1: Performance summary of EC2 instances 

 
CPU 

bw 

Mem. 

bw 

Net. 

bw 

Disk 

I/O 

m1.small Low Low Low Low 

m1.med Low Avg Avg Low 

m1.lrg Avg Avg Avg Avg 

m1.xlrg Avg Avg Avg Avg 

c1.med Avg Avg Avg Low 

c1.xlrg Avg High Avg Avg 

m2.2xlrg High High Avg Avg 

cc1.4xlrg High High High Avg 

cc2.8xlrg High High High Avg 

c3.8xlrg High High High High 

hi1.lrg High Avg High High 
 
Table 2 summarizes the cost-efficiency of instance 

types of EC2. The compute optimized instances show 
better cost efficiency. Finally table 3 summarizes the per-
formance of S3 and DynamoDB. 

TABLE 2: Cost-efficiency summary of EC2 instances 

 
CPU 
bw 

Mem. 
Cap. 

Mem. 
bw 

Net. 
bw 

m1.small Avg Avg High High 

m1.med Avg Avg High High 

m1.lrg Avg Avg Avg Avg 

m1.xlrg Avg Avg Low Low 

c1.med High Low High Low 

c1.xlrg High Low Low Low 

m2.2xlrg Avg High Low Low 

cc1.4xlrg Avg Avg Low Low 

cc2.8xlrg High Avg Low Avg 

c3.8xlrg High Avg Low Avg 

hi1.lrg Low Low Low Low 
 

TABLE 3: Performance and Cost-efficiency summary of 

AWS services 

 Scalability 
Cost-

efficiency 
Data Granularity 

S3 High High Large data 

DynamoDB High Low Small data 
 

4 RELATED WORK 

There have been many researches that have tried to eval-
uate the performance of Amazon EC2 cloud  [14] [16] [17]. 
However the experiments were mostly run on limited 
types and number of instances.  Therefore they lack the 
generality in their results and conclusions, as they have 
not covered all instance types.  

Ostermann et al. have evaluated Amazon EC2 using 
micro-benchmarks in different performance metrics. 
However their experiments do not include the more high-
end instances that are more competitive to HPC systems. 
Moreover, the Amazon performance has improved since 
then and more features have been added to make it useful 
for HPC applications  [14]. In addition to the experiments 
scope of that paper, our work provides the evaluations of 
the raw performance of a variety of the instances includ-
ing the high-end instances, as well as the performance of 
the real applications. 

He et al. have deployed a NASA climate prediction 
application into major public clouds, and compared the 
results with dedicated HPC systems results. They have 
run micro-benchmarks and real applications  [15]. How-
ever they only run their experiments on small number of 
VMs. We have evaluated the performance of EC2 on larg-
er scales. 

Jackson has deployed a full application that performs 
massive file operations and data transfer on Amazon 
EC2  [18]. The research mostly focuses on different storage 
options on Amazon.  

Walker evaluates the performance of EC2 on NPB 
benchmarks and compares their performance on EC2 ver-
sus NCSA ABE supercomputer on limited scale of 1 and 4 
instances  [37]. The paper suffices to bring the results 
without detailed analysis and does not identify what this 
gap contributes to. Other papers have run the same 
benchmark on different infrastructures and provided bet-
ter analysis of the results  [15] [35]. 

Only a few of the researches that measure the applica-
bility of clouds for scientific applications have used the 
new Amazon EC2 cluster instances that we have test-
ed  [10] [20] [24]. Mehrotra compares the performances of 
Amazon EC2 HPC instances to that of NASA’s Pleiades 
supercomputer  [10]. However the performance metrics in 
that paper is very limited. They have not evaluated dif-
ferent performance metrics of the HPC instances. Rama-
krishnan have measured the performance of the HPCC 
benchmarks  [20]. They have also applied two real appli-
cations of PARATEC and MILC.  

Juve investigates different options of data manage-
ment of the workflows on EC2  [24]. The paper evaluates 
the runtime of different workflows with different under-
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lying storage options. The aforementioned works have 
not provided a comprehensive evaluation of the HPC 
instances. Their experiments are limited to a few metrics. 
Among the works that have looked at the new HPC in-
stances, our work is the only one that has evaluated all of 
the critical performance metrics such as memory, com-
pute, and network performance. 

Jackson compares the conventional HPC platforms to 
EC2 using real applications on small scales. The evalua-
tion results show poor performance from EC2 virtual 
cluster running scientific applications. However they ha-
ven’t used HPC instances, and have used instances with 
slower interconnects. Apart from the virtualization over-
head, the instances are not quite comparable to highly 
tuned nodes on the super computers  [36]. 

Many works have covered the performance of 
public clouds without having an idea about the host 
performance of the nodes without virtualization 
overhead  [14] [15] [16]. Younge has evaluated the 
performance of different virtualization techniques 
on FutureGrid private cloud  [11]. The focus of that 
work is on the virtualization layer rather than the 
cloud infrastructure.  

Gupta in identifies the best fit for the cloud 
among the HPC applications  [35]. He investigates 
the co-existence of the cloud with super computers 
and suggests a hybrid infrastructure run for HPC 
applications that fit into the cloud environment. The 
paper also provides the cost analysis of running 
cloud on different HPC applications and shows 
where it is beneficial to use cloud. 

Many papers have analyzed the cost of the cloud as an 
alternative resource to dedicated HPC 
sources  [18] [19] [25]. Our work covers the storage services 
performance both on micro-benchmarks as well as the 
performance while being used by data-intensive applica-
tions. 

Our work is unique in a sense that it provides compre-
hensive evaluation of EC2 cloud in different aspects. We 
first evaluate the performance of all instance types in or-
der to better identify their potentials and enable users to 
choose the best instances for different use case scenarios. 
After identifying the potentials, we compare the perfor-
mance of the public cloud and a private cloud on differ-
ent aspects, running both microbenchmarks and real sci-
entific applications. Being able to measure the virtualiza-
tion overhead on the FermiCloud as a private cloud, we 
could provide a more realistic evaluation of EC2 by com-
paring it to the FermiCloud.  

Another important feature of the Cloud is having dif-
ferent services. We provide a broader view of EC2 by ana-
lyzing the performance of cloud services that could be 
used in modern scientific applications. More scientific 
frameworks and applications have turned into using 
cloud services to better utilize the potential of 
Cloud  [12] [31]. We evaluate the performance of the ser-
vices such Amazon S3 and DynamoDB as well as their 
open source alternatives running on cloud. Finally, this 
work is unique in comparing the cost of different instanc-

es based on major performance factors in order to find the 
best use case for different instances of Amazon EC2. 

5 CONCLUSION 

In this paper, we present a comprehensive, quantitative 
study to evaluate the performance of the Amazon EC2 for 
the goal of running scientific applications. We first evalu-
ate the performance of various instance types by running 
micro benchmarks on memory, compute, network and 
storage. In most of the cases, the actual performance of 
the instances is lower than the expected performance that 
is claimed by Amazon. The network bandwidth is rela-
tively stable. The network latency is higher and less stable 
than what is available on the supercomputers. Next, 
based on the performance of instances on micro-
benchmarks, we run scientific applications on certain in-
stances. We finally compare the performance of EC2 as a 
commonly used public cloud with FermiCloud, which is a 
higher-end private cloud that is tailored for scientific for 
scientific computing.  

We compare the raw performance as well as the per-
formance of the real applications on virtual clusters with 
multiple HPC instances.  The performance and efficiency 
of the two infrastructures is quite similar. Their only dif-
ference that affects their efficiency on scientific applica-
tions is the network bandwidth and latency which is 
higher on FermiCloud. FermiCloud achieves higher per-
formance and efficiency due to having InfiniBand net-
work cards. We can conclude that there is need for cloud 
infrastructures with more powerful network capacity that 
are more suitable to run scientific applications. 

We evaluated the I/O performance of Amazon instanc-
es and storage services like EBS and S3. The I/O perfor-
mance of the instances is lower than performance of dedi-
cated resources. The only instance type that shows prom-
ising results is the high-IO instances that have SSD drives 
on them. The performance of different parallel file sys-
tems is lower than performance of them on dedicated 
clusters. The read and write throughput of S3 is lower 
than a local storage. Therefore it could not be a suitable 
option for scientific applications. However it shows 
promising scalability that makes it a better option on 
larger scale computations. The performance of PVFS2 
over EC2 is convincible for using in scientific applications 
that require a parallel file system. 

Amazon EC2 provides powerful instances that are ca-
pable of running HPC applications. However, the per-
formance a major portion of the HPC applications are 
heavily dependent on network bandwidth, and the net-
work performance of Amazon EC2 instances cannot keep 
up with their compute performance while running HPC 
applications and become a major bottleneck. Moreover, 
having the TCP network protocol as the main network 
protocol, all of the MPI calls on HPC applications are 
made on top of TCP protocol. That would add a signifi-
cant overhead to the network performance. Although the 
new HPC instances have higher network bandwidth, they 
are still not on par with the non-virtualized HPC systems 
with high-end network topologies. The cloud instances 
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have shown to be performing very well, while running 
embarrassingly parallel programs that have minimal in-
teraction between the nodes  [10]. The performance of em-
barrassingly parallel application with minimal communi-
cation on Amazon EC2 instances is reported to be compa-
rable with non-virtualized environments  [21] [22]. 

Armed with both detailed benchmarks to gauge ex-
pected performance and a detailed price/cost analysis, we 
expect that this paper will be a recipe cookbook for scien-
tists to help them decide between dedicated resources, 
cloud resources, or some combination, for their particular 
scientific computing workload.    
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