










1051-8215 (c) 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2016.2598704, IEEE
Transactions on Circuits and Systems for Video Technology

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. XX, NO. XX, DECEMBER 2015 6

(a) Google’s search results for “Amanda Bynes car accident”

(b) Bing’s search results of “Amanda Bynes car accident”

(c) Search results of “Amanda Bynes”

Fig. 6. Image search results returned by commercial search engines, for
queries on social events and profile topics. Photos with (partial) duplicates
are highlighted with blue rectangles.

pregnancy has a clear evolutional process (occur, sustain, and
decay), which is very close to a Gamma distribution. Inspired
by such an observation, we first fit the distribution with a
Gamma distribution, and then use the estimated parameters to
re-produce an artificial curve, denoted as Gamma(di|tk). As
a result, the timeline based ranking score is defined as

scoret(tk) = exp−KL(PD (·|tk)‖Gamma(·|tk)) . (8)

In this way, higher scores will be assigned to topics whose
temporal curve look more like a Gamma distribution.

The observations for the distributions over queries and over
search log URLs are similar. That is, social events have more
concentrated distributions than generic topics. In reality, the
numbers of queries and URLs associated with a social event
are much smaller than those of a generic topic. For example,
the two numbers of search log URLs related to Adele’s lyrics
and Adele’s pregnancy have different orders of magnitude.
A natural choice for measuring the degree of concentration
of a distribution is entropy. To promote topics with more
concentrated distributions, another two ranking scores are
defined as

scoreq(tk) = 1.0 +
1

ln |Q|

|Q|∑
i=1

(PQ(qi|tk) lnPQ(qi|tk)) (9)

scoreu(tk) = 1.0+
1

ln |U|

|U|∑
i=1

(PU (ui|tk) lnPU (ui|tk)) (10)

Lastly, the ranking score of a topic tk associated with some

events is defined as

ranktopicevent(tk) = scoret(tk)×scoreq(tk)×scoreu(tk). (11)

We choose multiplication but not addition here, because a
social topic should satisfy all of the above three criteria. By
contrast, topics with small ranking scores usually describe
some popular aspects of a celebrity, like his (or her) profile.
We call these profile topics in the following sections.

C. Event Photo Selection

People often say that “a picture is worth a thousand words”.
Without a doubt, interesting events associated with related
photos are more attractive to the audience. For each detected
social event, it is straightforward to identify a set of most
relevant queries by inspecting the event’s distribution in the
query space. The simplest way to get events related photos
is to directly search commercial image search engines with
these event queries. Fig. 6 (a) and (b) show the search results
returned by Google and Bing, for the query “Amanda Bynes
car accident”. It is clear that the relevance of returned images
is not satisfactory. There are a lot of irrelevant images such
as portraits of Amanda Bynes. In the celebrity domain, the
main reasons for this are (1) some portrait photos have high
static ranking scores and (2) queries are too short to accurately
describe a event. Therefore, we need a better way to collect
event photos.

By investigating a good number of examples, it is observed
that (1) in search results of an event query, images with
(partial) duplicates are very likely to be relevant to the event;
and (2) portraits (or other popular) images also appear in
search results of a celebrity’s hot queries (e.g., name of a
celebrity). For example, in Fig. 6 (a) and (b), the images with
duplicates (marked by blue rectangles) are more relevant to
car accident; most portrait photos in (a) and (b) have similar
ones in Fig. 6 (c), which shows the results for the query
“Amanda Bynes”. Based on these observations, two criteria
are formulated to re-rank photos:
• Promote those images which have (partial) duplicates in

the search results of queries form social events.
• Penalize those images which have similar ones in the

search results of queries from popular topics.
To do this, for each social event, the 5 most dominant

queries are selected for image searching. For each query,
thumbnails of the top 100 images returned by a commercial
search engine are downloaded. In this way, we construct a
candidate photo set for the events, denoted by Ievent, which
has 500 thumbnails. Similarly, the top 10 queries from profile
topics are used to collect a set of the most representative
images of that celebrity, denoted by Iprofile, which has 1000
thumbnails in total. For each celebrity, Iprofile is shared across
various social events. Before processing, blur features and dark
features are used to remove photos that are low quality. In the
following subsections, we will introduce how to measure the
content similarities among images in Ievent and Iprofile; and
how to re-rank photos in Ievent based on these similarities.
These steps will help identify those photos that most represent
the event in question.
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1) Image Similarity Measures: To measure image similar-
ity, we considered both global and local image features in
this paper. Global features are extracted based on a whole
image, and are suitable for identifying fully duplicate images.
By contrast, local features describe a local image patch, and
have been widely used for recognizing partial duplicates.
Supporting partial duplicate detection is quite important in
this step, as many images have been edited (e.g., cropping
or stitching) before being published online.

The global feature adopted in this paper is the block-
based intensity histogram [27]. Each image is divided into
64 (8 × 8) blocks, and for the ith block a 256−dimensional
intensity histogram gi is computed based on the pixels within
that block. Consequently, the global feature-based similarity
between two images Ix and Iy is defined as2

simhist(Ix, Iy) = max{1.0− 1

64

64∑
i=1

||gIx
i − g

Iy
i ||2, 0}. (12)

For local feature-based similarity measurements, we choose
the classic SIFT (Scale-Invariant Feature Transform) feature
and follow the matching process proposed in [22]. In [22],
there is a geometric verification process which ensures that
the remaining SIFT correspondences between two images are
compliant with each other. This is a very strong assumption,
and two images are very likely to be partial duplicates with
each other if the number of surviveing SIFT correspondences
is larger than a threshold. For two images Ix and Iy , the local
feature-based similarity is defined as

simsift(Ix, Iy) =

{
1 inlier(Ix, Iy) > δsift
0 inlier(Ix, Iy) ≤ δsift

, (13)

where inlier(Ix, Iy) is the number of survived SIFT correspon-
dences between Ix and Iy , and the threshold δsift is set as 12
as suggested in [22].

Both the global and local similarity measurements can be
accelerated via off-the-shelf indexing technologies like k-d tree
or hashing kernels [39], which have proven to be very efficient
for million-scale image retrieval. Therefore, the computation
cost in this paper is affordable.

At last, the integrated content similarity between image Ix
and Iy are defined as

sim(Ix, Iy) = max{simhist(Ix, Iy), simsift(Ix, Iy)}. (14)

2) Event Photo Re-ranking: To promote a photo Ix ∈
Ievent which has duplicates in Ievent, we define the weighting
score w+(Ix) as

w+(Ix) =
∑

Iy∈Ievent,Iy 6=Ix

sim(Ix, Iy). (15)

According to the definition, the more duplicates in Ievent, the
more important the photo Ix is. Similarly, to punish photos
with similar ones in Iprofile, another weighting score w−(Ix)
is defined as

w−(Ix) = 1.0− max
Iy∈Iprofile

{sim(Ix, Iy)}. (16)

2Although l2 distance is not the best one to measure the similarity of two
histograms, it works well in practice. We adopt l2 distance mainly because it
can be easily accelerated via off-the-shelf indexing technologies.

w− becomes very small if Ix has similar images in Iprofile.
Finally, the new ranking score of a photo Ix ∈ Ievent is

rankimg
event(Ix) =

|Ievent| − idx(Ix)

|Ievent|
·w+(Ix) ·w−(Ix), (17)

where idx(Ix) is the zero-based index of the photo Ix in the
search results returned by search engines. According to the
new ranking scores, the photos with the highest scores are
considered to be the most representative images of that event.

IV. DATA ANALYSIS

In this paper, we use the image search log collected by a
commercial search engine, consisting of queries, clicks and
search results from July to December 2012. After filtering the
log data with the 200 celebrities’ names, we obtain more than
190 million log records. In other words, for each celebrity,
there are an average of around 5000 log records in every day.
The data has been updated by the search engine to remove
private information, and each log record has three main fields:
time, query, and click-URL, as shown in Fig. 7. Given a
celebrity, only records with a query containing the celebrity’s
name are retained for further event detection. To guarantee data
quality, we also ignore those log records whose click-URL is
empty. It should be noted that sometimes users click more than
one URLs in a given set of search results. For such a situation,
there will be multiple records, each of which correspond to one
clicked URL. This is to reserve more information about query
and URL pairs, which is helpful in measuring the similarity
among different log records. For example, the 4th and 5th

rows in Fig. 7 are two different click-URL for the singular
query “Jennifer Lopez Movies”.

V. EVALUATION AND DISCUSSION

A. Experimental Settings

For evaluation, the first step is to choose a list of celebrities.
In this paper, we select target celebrities from three main
data resources: (1) Google Zeitgeist 20123 which contains
the hottest celebrities in search queries; (2) the most popular
celebrities in Yahoo!4, the list from the largest internet portal;
and (3) the Forbes celebrity 100 list5. After removing those
candidates which have few log records or no related ground
truth, we come up with a list of 200 celebrities from who are
singers, actors/actresses, and politicians.

For quantitative performance measurement, the most chal-
lenging step is to prepare a benchmark dataset with ground
truth labels. In practice this turn out to be a laborious task. Ten
websites, as listed in Table V-A, are adopted for ground truth
generation. For each website, we first develop a site-specific
crawler to download those pages containing celebrity-related
social events. Then, we manually write regular expressions
to extract events related information from every fetched web
page. In this way, we convert these web pages into a table of
structured data, of which there are three fields: celebrity name,
event time, and event descriptions. To provide a convincible

3http://www.google.com/zeitgeist/2012/
4http://omg.yahoo.com/top-celebrities/
5http://www.forbes.com/celebrities/
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Fig. 7. A snapshot of the web search log data used for celebrity social event mining.

TABLE I
10 WEBSITES FOR GROUND TRUTH GENERATION

No. Website URL
1 http://www.celebitchy.com/archives-by-category/
2 http://www.people.com/people/celebrities/
3 http://www.egotastic.com/celebrities/
4 http://www.hellomagazine.com/celebrities/
5 http://www.idontlikeyouinthatway.com/pictures/
6 http://www.okmagazine.com/celebs-list
7 http://omg.yahoo.com/top-celebrities/
8 http://www.popsugar.com/celebrities
9 http://theblemish.com/

10 http://www.thehollywoodgossip.com/stars/

ground truth list for each celebrity, we only keep those events
which appear on at least two websites. Here, to judge whether
two stories are about the same event, we adopt a simple yet
effective heuristic rule. That is, two events are considered to
be matched with each other if they happen within 3 days
(±1 day accepted), and there are more than two common
keywords (both celebrity name and stop words are ignored) in
their descriptions. To prevent the influence of the noisy data
from mixed topics, we only extract the top appearing words
as descriptions.

To evaluate performance, we adopted the classic precision
and recall measures. As introduced in IV C, the social events
discovered in this paper are sorted in a descending order
according to their scores defined in (11). Hence, for each
celebrity ci, the precision and recall are computed based on the
top gt(ci) topics in the ranking list. Here, gt(ci) is the number
of social events in ci’s ground truth list. Similarly, a discovered
topic is said to match a ground truth event, if (1) the difference
in time is within 3 days and (2) there should be more than
two keywords from the event’s description appearing in the
topic’s top 5 queries. Suppose there are matched(ci) topics
matched with some events in the ground truth, and there are
covered(ci) events in the ground truth appear in the discovered
topics, we have precision(ci) = matched(ci)/gt(ci) and
recall(ci) = covered(ci)/gt(ci). It should be noted that here
we have 0 ≤ covered(ci) ≤ matched(ci) ≤ gt(ci), this is
because sometimes a social event could be over split into
multiple topics. For such a situation, precision is still good
but recall drops. To better measure the overall performance
for all 200 celebrities, we average the precision and recall

Fig. 8. Comparisons of the performance with different smoothing weight λ
in the topic factorization(Mirco-Precision, Micro-Recall, Macro-Precision and
Macro-Recall).

scores in two ways

precmicro =

∑200
i=1matched(ci)∑200

i=1 gt(ci)

recmicro =

∑200
i=1 covered(ci)∑200

i=1 gt(ci)
(18)

precmacro =
1

200

200∑
i=1

matched(ci)

gt(ci)

recmacro =
1

200

200∑
i=1

covered(ci)

gt(ci)
(19)

The micro-averages focus on the performance at the event-
level, while the macro-averages measure performance at the
celebrity-level, ignoring the difference in celebrity’s populari-
ty.

B. Event Topic Discovery

As mentioned in IV A, in the topic factorization step
there are two parameters, the smoothing weight λ and the
number of topics K. In this section, we first investigate the
influence of the two parameters in event detection, and then
compare the overall performance of our approach with two
other approaches.

The parameter λ in the SNMF controls the smoothness of
topic distributions along the timeline. If λ = 0, it degenerates
to the standard form of NMF. The larger λ is, the stronger
the regularization applied is. In the experiment, we vary λ
from 0 to 100 on nine different scales (and K is fixed at 40).
The performance measurements under different λ are shown
in Fig. 8. From Fig. 8, it is clear that the performance of
standard NMF (λ = 0) is not good. This is because the
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Fig. 9. Comparisons of the performance with different number of topics K
in the topic factorization(Mirco-Precision, Micro-Recall, Macro-Precision and
Macro-Recall).

Fig. 10. Comparisons of the overall performance with different approaches.

violently varying timeline distribution (refer to the example
shown in Fig. 4) cannot accurately characterize the temporal
evolution of a topic, and will hurt the next steps of topic fusion
and event ranking. When λ increased, the performance got
better and better, which demonstrates the necessity of adopting
SNMF for topic factorization. However, when λ becomes
large enough, the performance starts creeping down. There
are two reasons leading to the performance drop: (i) a strong
smoothing operation will weaken peaks (just like the one
shown in Fig. 5) which reflect the occurrence of some events;
and (ii) the strong regularization factor will dominate the cost
function in equation (4) and the obtained W × H cannot
approximate the original matrix D very well. According to
Fig. 8, we set λ = 10 in the following experiments.

For the number of topics K, we vary it in the range of
(10 ∼ 50). The performance curves are shown in Fig. 9. From
Fig. 9, it is noted that as K increases, the performance curves
have a clear trend of “up–maintain–down”. When K is small,
some social events are easily mixed with other popular topics;
when K is very large, the fusion step in IV B may fail to
merge some relevant topics. Both of the two situations will hurt
performance. By contrast, these curves are relatively stable for
the range 20 ≤ K ≤ 40, which indicates the effectiveness of
the topic fusion component. We set K = 40 in the following
experiments.

Lastly, we compare the overall performance of the proposed
method with three other approaches. One is the straightforward
abnormal query-based strategy mentioned in the beginning
of IV; and the second is the approach proposed by Zhao et
al. [40] which also utilized web search logs. In [40], the query
and URL pairs in log data are represented with a bipartite
graph, based on which a novel clustering method is adopted

Fig. 11. Subjective evaluation for the relevance of event photos returned by
Bing, Google, and the proposed approach.

to group queries/URLs into events. The third one [1] converts
the time series data into time-interval sequences of temporal
abstractions and present minimal predictive recent temporal
paaterns framework to select the event patterns. For the
convenience of comparison, the number of abnormal queries
and number of clusters in [40] are both set to the ground truth
event number gt(ci). Fig. 10 shows the experimental results.
It is clear that the abnormal query-based solution achieve the
worst performance. As we argue in IV, statistics at query-level
are very noisy and unreliable. The scores of [40] and [1]
are not good enough, too. This is because (1) some popular
topics (events) will dominate the clustering and (2) sometimes
events related search log URLs are too sparse to bridge
related queries. (3) the time patterns in the search log can
be overwhelmed by the common noisy data. Therefore, topic
factorization and event ranking are both necessary components
in the solution.

C. Evaluation of Event Photo Relevance

To measure the relevance of social event photos, we have
to resort to subjective evaluation. 10 undergraduate students
were invited as judges. For each event, the judges first read
the related webpages (through search log URLs) to know
the story. Then, photos returned by Google, Bing, and our
approach were presented to the judges in a random order. Each
photo was assigned one of the three scores: perfect, relevant,
and irrelevant. “Perfect” means the photo is about both the
celebrity and the event, “relevant” means the photo is at least
about the celebrity, and “irrelevant” means the photo is totally
wrong. Considering the cost of human judges, we randomly
selected 50 correctly discovered event topics for evaluation;
and for each event, only the top five photos returned by the
search engines and our approach was labeled. The comparison
results are shown in Fig. 11. The event photo re-ranking
method introduced in V is helpful to identify event relevant
photos from image search results. To provide a vivid feeling
to the event photo selection, some example cases are shown
in Fig. 12, in which perfectly relevant photos are marked with
blue rectangles.

D. Examples of Event Storyboard

Finally, the storyboard will be generated using the selected
events with relevant photos. To ensure the high quality of
the photos, low visual quality photos will be eliminated at
first. Besides, time and location contexts are other important
fact for the storyboard photos. For each detected event, the
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Fig. 13. The storyboards for Tome Cruise and Barack Obama, from July 2012 to December 2012.

Fig. 12. Showcases of the event photos returned by Bing (1strow), Google
(2ndrow), and the proposed approach (3rdrow.). Perfectly relevant photos
are marked with blue rectangles.

happening time and location will be extracted at first. We use
the surrounding texts of the photos at web to identify whether
the photo is relevant to our detected event. Those photos with
big time and location difference compared to detected event
will be ranked in low portion.

As discussed in the Introduction, it would be an attrac-
tive feature if we could generate a storyboard based on the
discovered event topics and photos. Actually, for each event,
we have its top-related queries and search log URLs. After
downloading webpages following those hot search log URLs,
we can extract sentences which contain top queries from
the fetched pages. Candidate sentences are organized into
a graph, in which each edge denotes how many common
words (excluding stop words) are shared between the two
corresponding sentences. Given the link graph, we can select
the most representative sentence following a PageRank like
ranking strategy. Such a sentence can be used as a short
description to a social event in storyboard. Fig. 13 gives two
examples of storyboards for Tom Cruise and Barack Obama.
To compare the difference between the physical event time

TABLE II
HUMAN EVALUATION FOR STORYBOARD AND HUMAN WEB PAGE. EACH

METHOD IS EVALUATED BY 10 PERSONS (SCALE 1-10, HIGHER IS
BETTER).

Method Correctness Photo Relevance Event Representation

Our storyboard 7.9 6.5 7.9
Web Page 10 9.4 9.8

and detected event time, we calculate the whole events of 200
celebrities about the time delay. To some distance, the detected
event time can reflect when common users are interested about
the event. The average delay is about 2 days, which means that
real time event will be noticed by users in a fast time from our
search log data. Moreover, we find that those celebrities with
higher reputation have a much small time delay than other
common celebrities.

E. User study for the storyboard

To make our results more convincing, 10 persons are hired
to evaluate the storyboard results from correctness, photo
relevance and event representation aspects. Each one will score
it from 1 to 10 score. At the same time, we select the web
page edited by human as our ground truth to compare with.

From Table. II, the results of generated storyboard can
be satisfying in correctness and event representation aspects,
which approve that the search log can well reflect interesting
events. Currently, the selected photos are not good enough
because most photos is about the celebrity person and it is
difficult to get the photo which is relevant to the event. Overall,
our method is promising according to the user study.

F. Potential application and Other entity extension

We have applied our approach into a real phone demo
system [31]. Fig. 14 shows the basic page or our celebrity
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Fig. 14. A celebrity social event system: (a) home page,(b) list view of
topics related to Jenifer Aniston, (c) list view of hot event in October, and (d)
relevant images about the event ”girlfrined”, developed on Windows Phone
8.

social event system. Uses can interactively switch among
four views: people-centric, timeline-centric, month-centric and
topic-centric.

Other than celebrity, more entities events can be detected
using a similar strategy with the search log data. Such as land-
mark, brand, we can detect their development and evolution
from timeline with related photos, which make it easier for
users to know more about them.

VI. CONCLUSIONS

In this paper, we use search logs as data source to generate
social event storyboards automatically. Unlike common text
mining, search logs have short, sparse text queries and the data
size is much bigger than some news websites or blogs. Based
on these features, we do not use the query text information
to do the analysis. Structure and statistic information are used
to get the topics and event detection in our work, which can
fit the data well. Furthermore, we add time information in our
approach to SNMF to make it easier to discover social events
compared with traditional NMF methods. Our work performs
better than traditional works in this area, e.g. [40], because
we can distinguish the topics in a way that gets the events
which are most appealing to common users. The associated
images were selected to make up the storyboard in a timeline
to present a good representation of the mined events using the
image search results features and relationships.
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