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FIGURE 5: Design of 16 x 16 Multiplier using 15-4 com-
pressor

V. SIMULATION RESULTS AND DISCUSSION

Xilinx software is used to verify the functionality of our
design. The Cadence RTL compiler is used to calculate the
power, speed and area. All designs are compiled with 90 nm
technology and a typical library of Cadence is used to get the
results. We have also discussed about the results of 5-3, 15-4
compressors and multipliers in this section.

A. Results of 5-3 compressors

Simulation results of various 5-3 compressors are discussed
here. Table 3 shows the pass rate and circuit metrics of 5-3
compressor. As expected, accurate 5-3 compressor has large
delay and consumes more power than other designs. Design
1 of proposed 5-3 compressor consumes 13.63% less power
than accurate, but it has 18.9% of area overhead and 11.4%
more delay than accurate design because this design has a
large number of gates and length of the critical path is also
higher than accurate design. Power consumption of this design
is considerably low because number of active cells in the
critical path is lower than accurate design. The pass rate of
this approximate compressor is high among other proposed
designs.

Design 2 of proposed compressor provides a 34.9% power
and 6.38% speed improvement than accurate design. In this
design, we have approximated two outputs of the compressor.
Moreover, the number of logic gates in the critical path is
lower than accurate design. This leads to provide lower power
consumption and high speed. Similarly, design 3 provides
11.9% power and 4.4% speed improvement than accurate
design. Pass rate and error distance of design 2 and 3 are
similar, except the number of outputs approximated.

Design 4 of 5-3 compressor provides 3.3% lesser area, 34.9%
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TABLE 3: Simulation results of 5-3 compressor

5-3 Compres- | Area Power Time Pass rate of 5-
sor (um?) (W) (ns) 3 compressor
Accurate [9] 42.33 3.52 0.94 100%
Design 1 (Pro- | 52.21 3.04 1.06 81.25%
posed)

Design 2 (Pro- | 42.33 2.29 0.88 75%

posed)

Design 3 (Pro- | 43.04 3.10 0.90 75%

posed)

Design 4 (Pro- | 40.92 2.29 0.91 62.5%
posed)

power and 3.19% speed improvement than accurate design.
Design 3 and 4 produces the same speed. Power consumption
of design 4 is better than design 3 because this design
uses only one XOR gate to compute output (O;). Pass rate
of this design is low among other proposed designs. This
improves the area and power. Figure 6 shows the results of
5-3 compressor in graphical form.
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FIGURE 6: Graphical representation of 5-3 compressor results

B. Results of 15-4 compressors

This section describes the result of various 15-4 compres-
sors. Table 4 shows the performance of 15-4 compressor
and its error rate. Accurate compressor [12] is designed and
compared with other approximate designs. Power consumption
of design 1 is 3% better than accurate design. But area and
delay of this design are larger than accurate design because
5-3 compressor used in 15-4 compressor is the design 1 of
approximate 5-3 compressor. The error rate of this compressor
is 35.4%. Figure 7 shows the performance of 15-4 compressor
in graphical form.

Design 2 provides the best results in terms of power
consumption and speed. In this design, we have approximated
two outputs of 5-3 compressor. Moreover, both expressions
have common min-terms. This reduces the power consumption
by 13% and speed increment by 4.74% than the accurate 15-
4 compressor. But the overall error rate of design 2 and 3
compressor i8S 41.57%. In design 3, only O; is approximated
in a 5-3 compressor. Speed and power improvement of this
compressor is 4.75% and 1.5% respectively than accurate
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TABLE 4: Result Analysis of various 15-4 compressors
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TABLE 5: Result Analysis of Different Multipliers

Error rate of
15-4 compres-
sor

1.48 0

1.60 35.4%

Time
(ns)

Power
(W)

26.40
25.59

Area
(pm?)

15-4 Compres-
sor type using

Accurate [12]
Design 1 (pro-
posed)
Design 2 (pro-
posed)

199.6
229.3

199.6 22.94 1.41 41.57%

Time
(ns)
4.20

Power
(W)
570.551

Area
(pm?)
4939.2

Multiplier| 16 x 16 Mul-
Number | tiplier using

1 Accurate  4-2
compressor
[8]

2 Accurate 15-4
compressor
[12]

5066.2 563.20 4.24

Design 3 (pro- | 201.0 26.0 1.43 41.57%

posed)
Design 4 (pro-
posed)

196.8 21.95 1.55 41.5%
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FIGURE 7: Graphical representaion of 15-4 compressor re-
sults

COmpressor.
Area optimization of design 4 is 1.4% and power gain is
17% than an accurate design with almost the same error rate
of previous designs. In this design, 15-4 compressor uses
design 1 and design 4 of 5-3 compressor. Design 4 of 5-3
compressor provides overall better performance. Design 1 of
5-3 compressor has the highest pass rate. The combination of
two compressors gives better result than other proposed 15-4
COMpressors.

C. Analysis of 16 x 16 Bit Multiplier

This section describes the performance analysis of various
multipliers. Accurate multiplier using 4-2 compressor is de-
signed and result of this multiplier is compared with other
proposed multipliers. 10° random test vectors are applied to
the multiplier and results are obtained. Table 5 shows the
results of different 16 x 16 multipliers.

Multiplier designed using accurate 15-4 compressor provides
1.3% less power and 2.5% area overhead than an accurate
multiplier as calculated from table 5. Multiplier designed using
15-4 compressor has additional logic gates in critical path.
This gives slightly more latency (around 1%) as compared to
accurate multiplier designed using 4-2 compressor. Multiplier
designed using 15-4 compressor has area overhead because the
total number of gates in 15-4 compressor is higher. Power con-
sumption is 2.3% less in multiplier designed using design 1 of
proposed 15-4 compressor. But it has 4.2% area overhead. This
multiplier has the largest area overhead. Similarly, multipliers

3 Design 1 of | 5159.3 557.2 4.24
proposed 15-4
compressor

4 Design 2 of
proposed 15-4
compressor

5 Design 3 of
proposed 15-4
compressor

6 Design 4 of
proposed 15-4
compressor

7 Approximate

4-2 [31]

8 Approximate

4-2 [32]

9 Approximated
FA’s [17]

5066 551.92 4.24

5074 571.05 4.24

5104 560.2 4.24

3764.3 182.87 4.01

3671.2 178.11 4.02

3662.02 181.28 3.61

using design 2 and design 3 of proposed 15-4 compressors
take around 2.5% more area. Power reduction of multiplier
using design 2 of proposed 15-4 compressor is 3.2%. But,
power improvement of multiplier using design 3 of proposed
15-4 compressor is same as accurate multiplier. 3.2% area
overhead and 1.8% power improvement in multiplier using
design 4 of proposed 15-4 compressor as calculated from table
5. Delay of multiplier designed using various proposed 15-4
compressors are same as multiplier designed using accurate
15-4 compressor because 15-4 compressors are used only in
first stage of partial product reduction tree of the multiplier.
Multiplier designed using approximate 4-2 compressor and
approximated full adders (FAs) provide the better result than
other proposed multipliers. The multiplier using design 1
of approximate 4-2 compressor [31] provides 68% power
reduction and 23.7% area improvement. Similarly, multiplier
using design 2 of approximate 4-2 compressor [32] and
multiplier using approximate full adders [17] provide 68.7%
and 68.2% reduction in power respectively as calculated from
table 5. Also, these multipliers occupy 25.6% and 25.85%
lesser area than accurate design. Multipliers using approxi-
mated 4-2 compressor and approximated FAs have a lesser
transistor count compared to accurate multipliers. This uses
low power in multiplier design. Delay of multiplier designed
using approximate 4-2 compressor [31-32] is 5.4% less than
multiplier designed using 15-4 compressor. Critical path of
compressor used in this multiplier is optimized as compared
to accurate 4-2 compressor. As expected, delay of multiplier
designed using approximate FA’s [17] is 14.8% lower than
accurate 15-4 multiplier. Approximate adders are used in 4-
2 compressor and it has least critical path among other 4-
2 compressor. Figure 8 shows the performance of various
multipliers in graphical form.

Error tolerance of multipliers using approximate 4-2 com-
pressor and approximate FAs is not as good as proposed
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FIGURE 8: Graphical representaion of 16 x 16 bit multiplier
results

multipliers. Normalized error distances (NED) and pass rate
are used to compare the multiplier performance. A pass rate of
multipliers using approximated 4-2 compressor and approxi-
mated FAs are 0% and accurate multipliers are 100%. The
pass rate of multipliers using design 1, 2, 3 and 4 of proposed
15-4 approximate compressor is 36.9%, 12.9%, 13.23% and
18.08% respectively. Similarly, average NED values of those
multipliers are 3.91 x 107°,4.18x 1075,4.26x 107> and
7.07 x 1072 respectively as calculated from table 6.
Average NED values of multipliers using approximate 4-2
compressors and approximated FAs are 0.44, 0.02 and 0.22
respectively. Inexact application prefers the multiplier with
minimum average NED values. Approximated 4-2 compres-
sors and approximated FAs based multipliers provide the
excellent circuit performance than accurate multipliers with
the limitations of pass rate and average NED values. Table
6 shows the pass rate and average NED values of various
multipliers.

VI. APPLICATION: IMAGE PROCESSING

This section describes the application of our multipliers
designed using approximate compressors. Image contrasting
is done with the help of proposed multiplier. MATLAB is
used to process the image. We have chosen one colour image
from database. The size of our input image is 512 x 512. This
image has RGB pixels. The total number of pixels in an input
image is 512 x 512 x 3 = 786432. The size of each pixel is
8 bits. Each pixel has the value in the range is 0-255. The size
of our multipliers is 16 x 16 bit. It is necessary to convert
the each pixel value into 16 bits. All input image pixel values
are mapped from (0-255) to (0-65535). Image contrast is done
with the help of following equations.

F = (InputImage X 1) + 65535 (10)

an

Pixel values of the input image are multiplied with Pi and
scaled it to maximum possible value of the 16 x 16 bit
multiplier. Proposed multipliers are used to multiply the input

ContrastImage = (1 — cos(F) + 2
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TABLE 6: Result Analysis of Different Multipliers

Multiplier| 16 x 16 Mul- | Passrate | Average
Number tiplier using ( %) NED
1 Accurate 4-2 | 100 0
compressor
(8]
2 Accurate 15-4 | 100 0
compressor
[12]
3 Design 1 using | 36.9 391x10~5
proposed 15-4
compressor
4 Design 2 using | 12.9 4.18x107°
proposed 15-4
compressor
5 Design 3 using | 13.23 426x10~°
proposed 15-4
compressor
6 Design 4 using | 18.08 7.07x10~°
proposed 15-4
compressor
7 Approximate 0 0.44
4-2 [31]
8 Approximate 0 0.02
4-2 [32]
9 Approximated | 0 0.22
FA’s [17]

image pixel value with Pi. All outputs of processed pixels
are recorded and multiplier outputs are converted back into
8 bit pixel. Finally, the cosine value of the processed pixels
forms the contrast image. Figure 9 (a), 9 (b) show the input
and contrast images respectively.

(a) Original Image

(b) Contrasted Image

FIGURE 9: Image representaion

Figure 10 shows the contrast image of various multipliers.
Quality of the image is measured based on peak signal to
noise ratio (PSNR) value of the image. Peak signal noise
ratio (PSNR) of the output image is computed based on mean
squared error (MSE). The equations for MSE and PSNR are
given in (12) and (13).

r—1y—1

MSE = (1+mp) x (ZZ[w(i,j) —y(i,j)P) (12)

=0 y=0

PSNR = 10logyo X (MAXI2 = MSE) (13)

In equation (12), m and p represent the image dimensions
x(i,j) and y(i,j) which are the exact and obtained value of
each pixel respectively. In equation (13), MAX; represents
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FIGURE 10: Image contrast results using various multipliers

the maximum value of the pixel. Table 7 shows the PSNR
value of output images. The PSNR value of the multiplier
designed using approximate 15-4 compressor is above 30 dB.
This is sufficient for most of the image processing applications
[34]. The image quality of the proposed multipliers using 15-
4 compressors seems to be accurate image because of human
perception. Normalized error distance of proposed multipliers
is smaller than other recent approximate multipliers. Error
distance of multiplier 7 and 8 is very high for any input
combinations. This will give the low PSNR value of the
image. The MSE value of multiplier 9 is very high than other
multipliers. This provides the output image of the multiplier
in dark colour.
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TABLE 7: PSNR value of output image

Approximate | PSNR(dB)
Multiplier
Number
3 (Proposed) 54.6
4 (Proposed) 34.5
5 (Proposed) 34.5
6 (Proposed) 32
7 [31] 8.3
8 [32] 8.3
9 [17] 5.6

VII. CONCLUSIONS

This paper presents the four designs of approximate 15-4

compressor. Approximate 16 x 16 bit multipliers are designed
using those proposed 15-4 compressors. Approximate mul-
tipliers provide better performance than accurate multipliers
with compromising of error rate. Moreover, we have achieved
high pass rate and the normalized error distance value of
multipliers designed using proposed 15-4 compressor is very
small. Latency of the proposed multiplier is almost equal as
compared to the accurate multipliers.
In order to validate our work, image contrast has been per-
formed with the help of proposed multiplier. The quality
of the processed image shows that our proposed multipliers
are working fine. The PSNR value of other approximate
multiplier is less than 10 dB, but our proposed multiplier
provides greater than 30 dB, which is sufficient for most of
the image processing applications. The proposed multipliers
(3)-(6) are suitable for image processing applications whereas,
multipliers (7)-(9) can be used where circuit performance is
complex. Researchers can choose the multipliers based on
their applications. Finally, our proposed multipliers consume
low power and capable of giving the good result in terms
of pass rate and error distance with the slight overhead of
area as compared to other approximate multipliers. In future,
researchers can work towards minimizing the area and pass
rate of approximate multipliers.
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