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IV. SIMULATION SETTINGS AND RESULTS

In this paper, the weighted cascade model is used to char-
acterize the diffusion of influence. Specifically, the reciprocal
of degree (indegree for directed graph) is regarded as the
weight of each node in the weighted cascade model. That is,
if node i with degree di connects node j with degree dj , the
edge (i, j) has weight 1/dj , and the edge (j, i) has weight
1/di. We evaluate the performance of the proposed scheme
experimentally, using both synthetic data sets and real world
data sets. In the following sections, the data sets used in our
paper is first described, and the performance of the proposed
scheme, PPRank, is provided, in comparison with the reverse
PageRank-like algorithms [17], [26], greedy algorithm (KKT
algorithm) [4], and weighted degree discount algorithm [11].

A. Data Sets and Experimental Setup

1) Real World Social Network Data Sets: We now present
details about two real world data sets that we have experi-
mented with (those data sets are compiled by Mark Newman,
University of Michigan, Available at the following link: http://
www-personal.umich.edu/~mejn/netdata/).

1) Political blogs: A directed network of hyperlinks be-
tween weblogs on US politics was recorded in 2005 by
Adamic and Glance [20]. Data on political leaning comes
from blog directories as indicated. Some blogs were
labeled manually, based on incoming and outgoing links
and posts around the time of the 2004 presidential elec-
tion. Links between blogs were automatically extracted
from a crawl of the front page of the blog. This data set
consists of 1490 nodes, and 19090 links.

2) Neural network: A directed, weighted network repre-
sents the neural network of C. Elegans., compiled by
D. Watts and S. Strogatz [21] from original experimental
data by White et al. [28]. The nodes in the original
data were not consecutively numbered, so they have been
renumbered to be consecutive. The original node numbers
from Watts’ data file are retained as the labels of the
nodes. This data set consists of 297 nodes, and 2359 links.

Note that, in undirected networks, obviously, the values of
SI and IP are same for each individual, thus, the explicit
separation between IP and SI does not make sense, and
in this case, our work identically operates as other heuristic
algorithms. Therefore, in order to illustrate the special merit of
our proposal, we intentionally select the directed network data
sets from all those real-world data sets.

2) Synthetic Data Sets: Usually, social networks are char-
acterized by the key feature of scale-free degree distribution
(i.e., the degree distribution complies with the power-law rule).
Preferential attachment is a model proposed by Barabasi and
Albert [22] for generating random graphs with heavy-tailed
degree distribution (roughly comply with scale-free degree dis-
tribution). Note that, for the explained aforementioned reason
why we intentionally use the directed networks in experiments,
we slightly change the Barabasi-Albert model (BA model) to
generate directed network graphs.

1) Indegree scale-free network: Consider a graph with N
vertices (in our experiments, N equals 2000). The N

vertices of the graph are added one at a time, and for
each of them, a fixed number of edges (our experiments
set it as 10) connecting to previously created vertices
with probability proportional to their degree are added.
In particular, all added edges are directed: Point from
the newly added node to all of the selected nodes. In
this special scenario, the indegree distribution roughly
complies with power-law, while the outdegree is almost
identical for all nodes, 10.

2) Outdegree scale-free network: all of the procedures are
same as those in indegree scale-free network, except that
all added edges point from the selected nodes to the
newly added node. In the special scenario, the outdegree
distribution roughly complies with power-law, while the
indegree is almost identical for all nodes, 10.

B. Simulation Results

Using both artificially generated and real-trace network data,
our simulations first select seeds using the PPRank scheme.
Note that, in the first step of PPRank, PCs of all nodes can be
obtained. For other algorithms that traditionally did not take
persuasion cost into account, we choose seeds according to
those original algorithms, and sum PCs of those chosen seeds
(those seeds’ PCs can be extracted from the PC vector obtained
in the first step of PPRank), such that the sum of PCs satisfies
budget constraint, and meanwhile, as much as possible seeds
can be selected. Then, in artificial and real social networks,
behavior diffuses from corresponding seeds in each scheme
until no more users could be activated. Then, the number of
finally influenced nodes is used as performance metric, and
compared among various seeds selection schemes. Note that
those comparisons are fair overall, because the PC cost of each
user is same to all selection schemes.

We use the following convention while plotting the perfor-
mance curves for various algorithms: X-axis represents the
different total budget assigned for persuading initial seeds, and
Y-axis represents the number of finally influenced users at the
end of the diffusion process (or the number of successfully
persuaded seeds under budget constraints).

Fig. 2(a) and (b), respectively, illustrates the number of
finally influenced users varying with the budgets used to per-
suade seeds in our proposal PPRank, Reverse PageRank-like,
Weighted degree discount and Greedy-based schemes under
two real-world data sets: political blogs and neural network.
Obviously, under same budgets, PPRank achieves better per-
formance than other heuristic schemes and greedy-based algo-
rithm in both real social network data traces.

Fig. 3(a) and (b), respectively, illustrates the number of
successfully persuaded seeds varying with the budget used for
persuading seeds in our proposal PPRank, Reverse PageRank-
like, Weighted degree discount and Greedy-based schemes un-
der two real-world data sets: political blogs and neural network.
Interestingly, due to the fact that our scheme considers both
price (PC)-performance (IP ) ratio and IP as an integrated
selection criterion, within same budgets, PPRank selects more
seeds than other schemes, and simultaneously, takes into ac-
count those seeds’ influence power, which, in turn, leads to the
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Fig. 2. Number of finally influenced users versus the total budget used for
persuading seeds. (a) Data set of political blogs; (b) Data set of neural network.

better performance of PPRank than other schemes (in terms of
the finally influenced users), as shown in Fig. 2(a) and (b).

Fig. 4(a) and (b), respectively, illustrates the number of
finally influenced users varying with the budget used for per-
suading seeds in our proposal PPRank, Reverse PageRank-
like, Weighted degree discount and Greedy-based schemes
under two artificially generated network graphs: indegree scale-
free and outdegree scale-free networks. For indegree scale-free
network, as shown as Fig. 4(a), our scheme PPRank, always
achieves better performance than other schemes.

However, interestingly, for outdegree scale-free network, the
performances of all those schemes are almost same. The reason
lies in that, in outdegree scale-free network, the indegree of
all nodes is same, which in our experiments, is set as 10.
Basically, each individual’s indegree could be regarded as a
rough approximation to her susceptibility of being influenced
(the more indegree one use has, the easier that the user can
be persuaded, and the less PC), thus, in the scenario shown as
Fig. 4(b), in which the indegree of all nodes is same, the SIs of
all users are almost identical, which leads to the fact that those
schemes achieve similar performance.

Fig. 3. Number of successfully persuaded seeds versus the total budget.
(a) Data set of political blogs; (b) Data set of neural network.

Fig. 5(a) and (b), respectively, illustrates the number of
successfully persuaded seeds varying with the budget used for
persuading seeds in our proposal PPRank, Reverse PageRank-
like, Weighted degree discount and Greedy-based schemes
under two artificially generated network graphs: indegree scale-
free and outdegree scale-free networks. Interestingly, From
Fig. 5(a), we can observe, PPRank selects much more seeds
than other schemes, and moreover, in combination with the
results provided in Fig. 4(a), we can infer that, in PPRank,
Those initially chosen seeds account for the most percentage
of the final active users.

Fig. 5(b) shows that PPRank select slightly more seeds than
other schemes, but as illustrated in Fig. 4(b), the performance
of PPRank is almost same as weighted degree discount and
Greedy-based scheme.

In brief, we can draw the conclusion that, our proposal,
PPRank, based on price-performance ratio, is extremely suit-
able for selecting seeds in directed network graph with high
variance of susceptibility of being influenced. Furthermore, for
other scenarios, our proposal can achieve comparable perfor-
mance with other heuristic and greedy-based schemes.
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Fig. 4. Number of finally influenced users versus the total budget. (a) Indegree
scale-free network; (b) Outdegree scale-free network.

V. DISCUSSION

A. Comparison and Analysis of Running Time
of Various Schemes

Table I illustrates the running times of various selection
schemes when budget is set as 10. Note that all simulations
are run on a PC with 2.50 GHz Intel i5-2450, and 4G RAM.
Obviously, due to the scheme of weighted degree discount
simply utilizes node’s local properties (degree) as the selection
criterion, its running time is the smallest. Moreover, the running
times of PageRank-like and our proposal PPRank schemes are
comparable (PPRank is slightly larger than PageRank-like),
and both of their running times are larger than the scheme of
weighted degree discount, since they considers the global influ-
ence powers of users. Moreover, the running time of traditional
greedy-based scheme is extremely huge, and even unaccept-
able, because the greedy algorithm proceeds in rounds, and in
each round one node with the largest marginal contribution to
influence spread is added to the seed set. However, computing
influence spread given a seed set is shown to be NP-hard, and
thus the greedy algorithm has to use Monte-Carlo simulations

Fig. 5. Number of successfully persuaded seeds versus the total budget.
(a) Indegree scale-free network; (b) Outdegree scale-free network.

TABLE I
COMPARISON OF RUNNING TIMES IN VARIOUS

SELECTION SCHEMES (IN SECONDS)

with a large number of simulation runs to obtain an accurate
estimate of influence spread, making it very slow and not
scalable (in our paper, the number of Monte-Carlo simulations
is set as 10000).

It should be noted that Prefix excluding Maximum Influence
Arborescence (PMIA) model has been proposed by [29], in
which, unlike traditional greedy schemes using Monte-Carlo
simulations, more efficient local tree-based heuristics was used
to estimate marginal influence spread of every possible candi-
date. It is shown that its running time is comparable with the
scheme of reverse PageRank scheme. Furthermore, instead of
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estimating influence spread for each node at each round, [30]
proposed a scalable influence maximization scheme IRIE, and
demonstrated that IRIE scales even better than PMIA, with
up to two orders of magnitude speedup. Specifically, in IRIE,
through a small number of iterations, a global IR (Influence
Ranking) of the nodes can be generated to select the highest
ranked node as the seed. Meanwhile, to overcome overlapping
effect, after one seed is selected, additional influence impact of
this seed to each node in the network is estimated, and then the
results are used to adjust next round computation of IR.

Interestingly, our proposal PPRank adopts very similar idea
with IRIE: Use iteration to obtain users’ IPs and PCs, and
properly discount users’ IPs to alleviate the overlapping effect.
However, PPRank’s special feature lies in that it explicitly takes
into account the cost in persuading seeds, and designs price-
performance ratio based selection method, such that, within
in same budgets, PPRank can achieve larger diffusion range
than other schemes. In comparison with IRIE’s running time,
PPRank has great space to be improved, since PPRank only
uses simple power iteration method to get user’s IPs and PCs,
optimization of iteration process would improve PPRank’s run-
ning time greatly.

B. Philosophical Implication of PPRank Scheme

Through Figs. 3(a), (b) and 5(a), we can clearly observe that,
in comparison with other schemes without considering the price
performance ratio, PPRank can choose more seeds, which im-
plies that, more users with both relatively small PCs and IPs are
intentionally selected as seeds. The common feature of those
users is that they are relatively easy to be persuaded (in terms of
the cost), and their influential power are not high enough. Thus,
we think, PPRank implicitly exploits the “power of grassroots”
in solving the problem of influence maximization. That is,
instead of selecting users with large IP but extremely large PC,
selecting “ordinary” users may be a better way for influence
maximization in social networks.

Interestingly, two recent results have also illustrated the
power of small-degree users in behavior diffusion. Specifically,
[31] analyzed how news spreads in social networks, and found
small-degree nodes act as automatic links between their neigh-
bors: Hubs (nodes with large degree) make the news available
to a big audience, whereas average users (with relatively small
degree) quickly convey the information from one neighbor to
the next. The authors argued that nodes with few neighbors
are crucial for quick information dissemination. More recently,
[32] illustrated that it is the high diversity of node degrees that
does catalyze the wide spreading of gossip when uncertainty
exists. In detail, first, users with small degrees (persons with
only a few contacts) go into diffusion; After that, hub nodes
(persons with many contacts) are affected (because among
these few contacts there is a highly networked person, who is
contacted by a lot of other people in social networks); Finally,
the hub nodes will in turn influence those low-degree and
potential nodes greatly, In brief, there exists “Long Tail” shape
relationship (i.e., approximate power-law distribution) between
users’ degrees and the number of users that changes to diffuse
a special behavior.

Roughly speaking, in PPRank, individual’s indegree could
be regarded as an approximate indication of PC (i.e., the more
indegree an individual has, the less PC would be used to per-
suade the user), and the outdegree is an approximate indication
of IP (i.e., the more outdegree an individual has, the more IP the
user would possess). Therefore, in a sense, the aforementioned
results also can explain the advantage of PPRank: Exploits the
“power of grassroots” to maximize influence.

C. Potential Applications and Value of PPRank Scheme

The social network of interactions among a group of indi-
viduals plays a fundamental role in the spread of information,
ideas, product and influence, etc. There exists a wide range
of situations, including epidemiology, computer virus, product
marketing, political science, and agriculture, etc., in which
users coordinate their decisions and form conventions through
“word-of-mouth” or “viral marketing” effects, rather than direct
advertising.

In utilizing the effect of viral marketing, one fundamen-
tal problem is, given limited advertisement/budget resources,
which set of customers should be targeted such that the result-
ing influenced population is maximized.

PPRank is a general enough scheme for solving the afore-
mentioned issue. Although, it may be difficult to get numerous
PCs of users (those data may be commercial secret owned by
some organizations or companies), in real applications, market-
ing designer who could access to some of those data through
various ways, like collaborating with those organizations or
companies, can adopt extrapolation of the power function to
infer the mapping between PC and SI, based on just a few data
points, and then PPRank can be used to select seeds. The great
advantage of PPRank over other heuristic and greedy-based
schemes, lies in that PPRank can achieve better performance
in terms of the influenced population.

D. Other Aspects Related to PPRank Implementation

Similar as all existing work on the issue of influence maxi-
mization through properly selecting initial seeds, we assumed
that edges in a social graph were labeled with probabilities of
influence between users. However, the question of where those
probabilities come from or how they can be computed from
data in real social network has not been touched at all, and
is regarded as a totally different issue. However, we note that
algorithm for learning the model parameters was proposed in
[23], specifically in which, this method learns wi,j as the ratio
of the number of actions propagated from nodes i to j, to the
total number of actions performed by node i. More recently,
a Bayesian learning method for predicting adoption probabil-
ities has been proposed by [24], which considers social influ-
ence, structural equivalence, entity similarity, and confounding
factors.

Generally, our heuristic scheme, PPRank, needs the whole
social graph at one place to select seeds. However, there are
some situations in which a global computation on the entire
graph is impractical, e.g., the weighted influence information
of the whole network is not easily accessible, and therefore,
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a quick estimation is needed. Clearly, distributed approaches
based on partitioned graph and information exchanging among
some peers, would be helpful. JXP algorithm was proposed for
computing PageRank-style authority scores of Web pages that
are arbitrarily distributed over many sites of a P2P network [25].
The key idea in JXP lies in that: each peer maintains partial
fragments of social graph (may be overlapped), calculates the
PageRank-style scores based on partial view, and combines
locally computed authority scores with information obtained
from other peers by means of random meeting among the
peers in the network. The authors has proved that JXP scores
converge to the true PageRank scores computed on the global
graph by centralized method. Or alternatively, inspired from
the work presented in [9], we can design a lightweight and
distributed protocol to identify influential users through fixed-
length random walks.

Finally, our paper characterizes the influence propagation in
a social network modeled as a static, directed and weighted
graph, which, in a sense, could be regarded as one snapshot of
social graph over an accumulated period. However, due to the
following considerations, behavior diffusion in social networks
should naturally incorporate the dimension of time. First, usu-
ally, people’s social links may vary over time: New links appear,
old links are deleted, and link strength increases/decreases.
Thus, we will naturally obtain time serial data of social graphs;
second, the influence of central users tends to spread more
rapidly throughout a network than the influence of peripheral
users does. Also, it usually takes less time to reach central
users than peripheral users when information flows in social
networks. Thus, it is interesting and challenging to thoroughly
investigate how to effectively select initial seeds in the afore-
mentioned dynamic environment in which time-varying social
links and diffusion rate are inevitable.

VI. CONCLUSION

Given the underlying social network structure and influ-
ence model, our paper focuses on the interesting problem of
maximizing influence propagation of new behavior in social
networks. The literature has greatly studied the mentioned
problem from two directions: the enhanced greedy algorithms
and various heuristic schemes. However, all existing works
ignore one key aspect of influence propagation that we usually
experience in real social life: The cost used to persuade indi-
viduals to adopt a new behavior might vary highly (due to their
different susceptibilities of being influenced). Thus, instead of
being given a static number of initial seeds, the main motivation
of our paper is to investigate how to economically select initial
seeds within a given budget to maximize influence. To solve the
aforementioned issue, this paper proposes a new heuristic algo-
rithm, PPRank, based on the integration of price-performance
ratio and influence power. First, we explicitly characterize
each user with two distinct factors: susceptibility of being
influenced (SI) and Influential Power (IP); then, inspired by
special properties of price-demand function in economic field,
our scheme properly converts SI into PC; and then PPRank
utilizes both price-performance ratio (PC − IP ratio) and IP
as an integrated selection criterion, and explicitly deals with the

overlapping effect. Finally, both the real social network data
traces and artificially generated network data verify that, under
same budgets, our proposal can achieve better performance than
other heuristic and greedy-based schemes, in terms of diffusion
range.
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